
Copyright © by the Association of American Medical Colleges. Unauthorized reproduction of this article is prohibited.

Academic Medicine, Vol. 91, No. 6 / June 2016 785

Article

Emerging reforms in health professions 
education such as competency-based 
education, mastery learning, entrustable 
professional activities, and adaptive 
learning environments underscore the 
need for valid assessments of learning 
outcomes. The currently standard 
framework for thinking about assessment 
validity, first proposed by Messick1 in 
1989, defines validity as “the degree to 
which evidence and theory support 
the interpretations of test scores for 
proposed uses of tests.”2 Validity can be 
viewed as a hypothesis about the meaning 
(interpretations) and application (uses) 
of test scores. Like any hypothesis, 
the validity hypothesis can be tested 
by collecting evidence, which is then 

summarized in a coherent narrative 
or validity argument that identifies 
strengths, weaknesses, and residual gaps 
(i.e., the degree of support).3,4 Evidence 
targeting key assumptions is vital to 
crafting a strong validity argument.

In this framework, evidence derives 
from five different sources: content, 
internal structure, relationships with 
other variables, response process, and 
consequences (see Table 1).5,6 The first 
three sources map to prior notions 
of content validity; reliability; and 
criterion, correlational, and construct 
validity, respectively,7 and as such have 
been readily understood by educators. 
However, the concepts of response 
process and consequences have no 
counterpart in the older framework, and 
in our experience it has been challenging 
for educators to understand these 
concepts and visualize how these might 
be implemented in practice. Perhaps for 
these reasons consequences evidence 
is rarely reported in health professions 
education research,6,8 and when reported 
it tends to be limited in scope.6 Yet, 
authors have repeatedly emphasized the 
critical significance of consequences 
evidence in presenting a compelling 
validity argument.3,5,6,9

Although the origin of this disparity 
between what experts request and what 

investigators report is not fully known, 
a detailed discussion of consequences 
evidence would enhance both awareness 
of the issue and understanding of how 
to collect needed evidence. The purpose 
of this article is to explain consequences 
evidence in easily understood terms and 
propose a framework for organizing the 
collection and interpretation of such 
evidence along with several examples.

In approaching this topic, we first 
reviewed seminal works on validity 
in general1–3,5,6,9–11 and consequences 
evidence specifically.12–17 We also reviewed 
each article in three systematic reviews 
of validity evidence in health professions 
education assessments6,8,18 to identify 
the frequency and type of consequences 
evidence presented therein. We then 
synthesized these theories and exemplars 
to create a novel framework for planning 
and organizing consequences evidence, 
and to propose specific hypothetical 
examples of how this evidence might be 
collected in practice.

What Do We Mean by 
“Consequences”?

Consequences evidence looks at the 
impact, beneficial or harmful and 
intended or unintended, of assessment.2,13 
In this sense, assessment can be 
viewed as an intervention. The act of 
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administering or taking a test, the analysis 
and interpretation of scores, and the 
ensuing decisions and actions (such as 
remediation, feedback, promotion, or 
board certification) all have direct impacts 
on those being assessed and on other 
people and systems (e.g., teachers, patients, 
schools). These impacts should ideally be 
evaluated to determine whether actual 
benefits align with anticipated benefits and 
outweigh costs and adverse effects.

An analogy with clinical medicine 
may help to illustrate the concept 
of assessments as interventions. 
Mammograms are assessments 
(diagnostic tests) used to screen for breast 
cancer. Current evidence suggests that 
they are less useful in younger women 
because interpretation is more difficult, 
that comparison with old films is often 
required before a judgment can be made, 
and that false positives are common and 
subject women to unnecessary biopsies 
and emotional stress.19–23 Yet most 
experts agree that for women aged 50 
to 74, annual screening mammograms 
are beneficial because they substantially 
reduce the adverse consequences of breast 
cancer.24,25 Despite the imperfections 
of the test and unintended negative 
consequences of false-positive results, 
the test has an overall beneficial impact. 

However, for younger women (for whom 
the false-positive rate is higher20) and for 
older women (who might die of other 
causes before they die of breast cancer) 
screening mammograms should not be 
automatic according to some guidelines,24 
although this is a matter of controversy.26 
Other clinical examples include the use of 
brain natriuretic peptide for diagnosing 
heart failure,27 flexible sigmoidoscopy for 
colon cancer screening,28 and computed 
tomographic angiography for detection of 
coronary artery disease29—each of which 
has been evaluated using randomized 
trials comparing the long-term impact 
of testing (and its associated clinical 
decisions) vs no testing. In each case, the 
act of testing is in fact an intervention 
with costs, benefits, and potential harms.

Similarly, educational assessments can 
be viewed as interventions with potential 
costs, benefits, and harms. For example, 
a board certification exam might protect 
patients from incompetent physicians 
and encourage physicians to study, but 
might also force competent physicians 
with poor test-taking skills to engage 
in needless remediation. This exam has 
“intervened” in the lives of physicians 
and patients and led to both beneficial 
and harmful consequences. To further 
illustrate, Table 2 cites published studies 

in which use of educational assessments 
improved knowledge and skills, altered 
study behaviors, enhanced faculty rater 
skills, or led to curricular change.

Stated another way: Consequences 
evidence does not address the question, 
“Are we measuring what we think we are 
measuring?” (a question answered by 
the other sources of validity evidence). 
Rather, it addresses, “Does the activity 
of measuring and the subsequent 
interpretation and application of scores 
achieve our desired results with few 
negative side effects?”

Investigators occasionally confuse 
consequences as a source of assessment 
validity evidence (the focus of this 
article) with other uses of the word 
“consequences” (e.g., as a general synonym 
for impact or outcome). For example, 
studies often evaluate the consequences 
of training activities (courses, curricula, 
online modules, or simulation scenarios) 
using outcomes measured in a test 
setting or in real clinical practice; such 
evaluations of training interventions 
are conceptually distinct from studies 
evaluating consequences evidence to 
support assessment validity. Alternatively, an 
assessment validation study might evaluate 
the association between test scores and 
other concurrent or future measurements 
of patients, programs, or society (i.e., real-
life outcomes or “consequences”). Such 
associations would inform the validity 
argument by establishing “relationships 
with other variables”2,7 but would not 
reflect consequences validity evidence (i.e., 
the analysis focuses on the relationships 
among scores rather than the consequences 
of the assessment itself). Of course, there 
are situations in which measures of 
impact constitute evidence of assessment 
consequences (assessments are, after all, 
interventions), and correlational analyses 
can provide consequences evidence (see 
Table 2 and Appendix 1 for examples). 
What matters is not the study design 
or statistical analysis but, rather, how 
the evidence is presented in the validity 
argument: Consequences evidence 
establishes the impact of interpretations 
and uses of assessment scores.

The Importance of Consequences 
Evidence

Clinicians are often taught not to 
order a test if it won’t improve patient 
management. The same holds true for 

Table 1
Five Sources of Validity Evidencea

Source of evidence Definition and examples

Content Steps taken to ensure that assessment content (including scenarios, 
questions, response options, and instructions) reflects the construct 
it is intended to measure.

Examples: Adapting items from existing instruments, obtaining 
expert review, using an assessment blueprint.

Response process Theoretical and empirical analyses evaluating how well rater or 
examinee responses align with the intended construct; this includes 
respondent thought processes, response systems, and test security.

Examples: Analyzing think-aloud protocols, evaluating rater training, 
testing procedures to prevent cheating.

Internal structure Data evaluating the relationships among individual assessment 
items and how these relate to the overarching construct.

Examples: Measuring reproducibility (reliability), performing item 
analysis (item difficulty and item discrimination) or factor analysis.

Relationships with other 
variables

Associations between assessment scores and another measure or 
feature that has a specified theoretical relationship.

Examples: Correlating scores from two different instruments, 
comparing learner groups expected to differ.

Consequences Data evaluating the impact, beneficial or harmful, of the assessment 
itself and the decisions and actions that result, and factors that 
directly influence the rigor of such decisions.

Examples: See Table 2 and Appendix 1.

 aThese reflect different sources of evidence, not different types of validity.
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educational assessments: If they do not lead 
to improved learning outcomes sufficient 
to outweigh costs and potential harms, they 
should not be used. Messick1(p85) argued 
that “Evaluation of the consequences and 
side effects of testing is a key aspect of the 
validation of test use.” Kane’s3(p54) more 
recent conceptual reframing of validation, 
which focuses on key inferences in the 
validity argument, gives similar priority to 
evidence supporting the consequences of 

assessment: “Consequences, or outcomes, 
are the bottom line in evaluating decision 
procedures. A decision procedure that does 
not achieve its goals, or does so at too high 
a cost, is likely to be abandoned, even if it is 
based on perfectly accurate information.” 
Other authors have also supported the 
primacy of consequences evidence.5,6,9

Just as the ultimate evidence for the 
value of a diagnostic test is the impact 

on practice, the ultimate evidence for 
the value of an educational assessment is 
the impact on learners, teachers, and the 
people and systems they influence.12 Like 
clinical tests, educational assessments 
may fail to realize their intended benefits 
or may have costs or unintended 
negative consequences that outweigh 
the benefits.12,13,17 In such instances one 
could argue that the rigor of instrument 
development, the reliability of scores, and 

Table 2
Examples of Consequences Evidence in Published Articles

Type of consequences  
evidence Quote

Impact on examinee:  
Topic-specific knowledge 
and skill (directly resulting 
from test)

“Each student videotaped [two] outpatient encounters.… The control group neither saw their videotape nor received 
any feedback.… The [self-critique] students were provided the first recording and instructed to review it alone using a 
checklist.… The [critique by preceptor] students reviewed their first videotapes with [a] preceptor.… [Three pediatricians] 
reviewed each student’s second videotape and rated performance using a form [that was adapted from other published 
rating forms].… Students who received preceptors’ critiques on their first videotapes performed significantly better on their 
subsequent interviews and examinations than either students who received no preceptor-guided feedback or students who 
made only self-guided critiques.”45

“The [interns] took a history and performed a physical examination, observed by the faculty member, and were 
graded on a detailed 56-item CEX [clinical evaluation exercise] form.… After the presentation, evaluators went over 
the case in detail with the intern, providing feedback. At the end of the same session, the evaluator and the interns 
completed separate postfeedback forms which asked for a detailed recall of teaching points made by the evaluator.… 
The teaching points recalled by the interns on their [postfeedback forms] were counted and compared with the points 
from the CEX and [evaluators’ postfeedback forms].… Interns recalled hearing 46% of the points recorded on the 
[evaluators’ postfeedback forms]. They recalled discussing only 27.3% of the points noted on the initial CEX form.”44 
(i.e., failure to achieve intended consequence that interns would recall evaluator-provided feedback).

Impact on examinee:  
Learning behaviors (test 
preparation)

“Formative assessment was integrated into 1 bedside teaching session per week. Students undertook directly observed 
BFA [bedside formative assessment]. Clinician educators provided feedback at the end of each session.… Study 
outcomes [included] the impact of BFA on learning behaviors.… More than 2/3 of students reported an increase in 
preparatory reading for bedside teaching sessions.”47

Impact on examinee:  
Learning behaviors 
(additional training)

“At the end of each task repetition, the [laparoscopy] simulator provides feedback on task duration and motion tracking 
metrics that consist of path length and smoothness.… Participants practiced on the object positioning task until expert-
derived proficiency levels for time, path length, and smoothness were achieved.… Motion metrics were considered 
valuable if the training duration was extended based on proficiency attainment in all metrics compared with [number of 
repetitions] alone.… [Results] Four participants benefited from the motion metrics as their training was prolonged by an 
average of 25 repetitions.”34

Impact on educators:  
Assessment and feedback 
skills

“The evaluator rated the student’s performance on one or more of the eight domains, checked off the appropriate global 
rating, and gave verbal and written feedback to the student.… We compared the end-of-clerkship evaluations from the 
intervention group with those from a historical control group who had completed the clerkship a year earlier.… Differences 
between the two groups’ scores were statistically significant for … [domains including ‘received specific feedback on:’ a) ‘history 
taking,’ b) ‘physical examination,’ and c) ‘assessment/decision making’; results reported in table] with higher means reported for 
the intervention group.”40 (i.e., suggests that evaluators’ provided better feedback after performing repeated assessments).

Impact on others:  
Curriculum planning

“As a result of the cumulative collection of these data the teaching of clinical problem solving in the CMC [clinical 
methods course] is being revised and reinforced to include sessions on [list of new topics]. [Other issues raised by 
students have] resulted in a review of the use of assessments across the school,… a review of teaching of clinical skills 
across the 5 years of the course, a request for increased faculty support for clinical skills teaching,… [and] a workshop 
on ‘teaching the patient-centred consultation.’”39

Impact on defensibility:  
Establishment of passing 
standard

“Once we agreed on criteria for the CVC [central venous catheter] checklist, we employed the Angoff method to 
establish [minimum passing scores].… We distributed the CVC checklist to a panel of eight pulmonary critical care or 
anesthesia critical care experts from five institutions [brief description of Angoff method as implemented].”55

Impact on defensibility:  
Consideration of differential 
item functioning

“The residents only outperformed the medical students on the coherence subscale of the communication assessment [but 
not] on other subscales of empathy, verbal communication, and nonverbal communication. There are several potential 
explanations for this absence of difference.… First, it is possible that the [integrated procedural performance instrument] 
format does not allow for the discrimination of communication skills, or that the communication scale we used is not 
sensitive enough to detect differences in communication. Second, it is possible that our raters may have shown little 
ability to discriminate between different levels of communication abilities. Alternatively, it is possible that the residents’ 
communication skills are not superior to those of medical students. Previous researchers have shown that [coherence may be 
related to training but that] empathy and nonverbal communication skills may be more constant traits of the individuals.… 
As such, these findings … suggest that residents most likely do not have generally superior communication skills than the 
fourth-year medical students.”38 (finding differences between learner groups on some subscales but not others indicates 
differential item functioning; ultimately, the authors concluded this is most likely real rather than a source of score invalidity).
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the strength of score correlations with 
other variables really don’t matter. Such 
concerns underpin many recent criticisms 
of high-stakes testing as part of the board 
recertification process.30 For this reason, 
we believe that evidence of consequences 
is ultimately the most important source 
of validity evidence.

Consequences Evidence in Health 
Professions Education Research

Consequences evidence is reported 
only infrequently in health professions 
education. A systematic review of 22 
clinical teaching assessments found 
only 2 studies (9%) that reported 
consequences evidence, and in neither 
case did the original researchers identify 
the evidence as such.8 One study found 
that providing formative feedback to 
teachers enhanced their teaching scores,31 
whereas the other study found that the 
assessment raised awareness of effective 
teaching behaviors.32 A systematic review 
of 417 articles examining simulation-
based assessment6 found only 20 studies 
(5%) reporting consequences evidence. 
The majority of this evidence comprised 
establishing a pass/fail cut point (n = 
14). Two studies explored an anticipated 
impact on students or patients,33,34 3 
contrasted the number of actual vs. 
expected passing grades,35–37 and 1 study 
noted differential item functioning as 
a possible source of invalidity.38 No 
study reported an unanticipated impact. 
Finally, a systematic review of 55 studies 
evaluating assessment tools for direct 
observation18 found 11 studies (20%) 
reporting consequences evidence other 
than satisfaction with the assessment 
activity. All of these evaluated the impact 
of assessment, documenting outcomes 
including curricular changes based 
on common deficiencies,39 improved 
feedback,40–43 poor recall of feedback 
provided (i.e., failure to achieve intended 
consequence),44 improved objectively 
measured skills,45,46 and increased test 
preparation activities.47 Table 2 contains 
illustrative quotes from several of these 
published studies.

A Framework for Evaluating 
Consequences Evidence

Consequences evidence consists of 
data on the impact of an assessment 
on diverse parties: learners, educators, 
and educational institutions; patients, 
providers, and health care institutions; 

and even society at large. Such impact 
can be beneficial or harmful, and it 
may be intentional or unintentional.13 
Intentional benefits are probably the 
easiest to anticipate and measure; 
unintentional harms may be the most 
difficult (because they cannot be easily 
anticipated or explicitly targeted).48 
Experts have also distinguished direct 
effects of score use (e.g., instructional 
guidance or advancement decisions) from 
indirect effects (e.g., influence on student 
motivation or preparation activities, 
instructor lesson plans, and public 
perceptions).17 However, although these 
classifications are helpful for categorizing, 
interpreting, and reporting consequences 
evidence once it has been collected, they 
are inadequate for helping investigators to 
consider broadly the potential sources of 
consequences evidence when planning an 
assessment validation study. Moreover, the 
same effect might be considered intended 
or unintended, beneficial or harmful, 
and direct or indirect depending on the 
proposed theory, interpretation, and use of 
the assessment. For example, an assessment 
might have unintended effects on learners’ 
general orientations toward performing 
well relative to peers vs. mastering content 
for its own sake (performance vs. mastery 
goal orientations49). However, promoting 
stronger mastery goal orientations may 
be an explicitly intended consequence 
of assessment when adopting a mastery 
learning curricular model.50 Similarly, one 
could imagine educational assessments 
that lead physicians to be risk averse in 
beneficial ways (e.g., carefully following 
protocol for central line placement after a 
central line assessment) or in detrimental 
ways (e.g., practicing “defensive medicine” 
by ordering unnecessary lab tests after a 
test of medical knowledge).

Previous authors, including ourselves, 
have included evaluations of the rigor, 
appropriateness, and consistency of 
classification cut points and labels as 
consequences evidence.5–7,50 Although 
such evidence has direct bearing on the 
implications and decisions arising from 
the assessment, on careful reflection 
we believe it might be more correctly 
labeled preconsequences evidence because 
it affects, rather than results from, the 
actual consequences of assessment. With 
this caveat, we continue to agree that 
such evidence fits most appropriately 
as consequences evidence in Messick’s 
framework. (As an aside, we note that 
in Kane’s more recent framework such 

evidence fits squarely under the inference 
of “implications and decision.”3,9)

In considering how to help investigators 
prospectively plan the collection 
of consequences evidence and help 
consumers identify evidence gaps, we 
have integrated the above conceptual 
elements to create a comprehensive 
framework for systematically prioritizing 
and organizing consequences evidence. 
First, evidence can derive from 
evaluations of the impact on examinees, 
educators, and other stakeholders (e.g., 
patients), and the impact of classifications 
(“preconsequences,” e.g., different cut 
scores or labels, and accuracy across 
examinee subgroups). Second, studies 
can be distinguished as evaluating 
the impact of test score use (similar to 
the “direct” effects noted above) such 
as the effectiveness of score-guided 
remediation or advancement decisions; 
or the impact of the assessment activity 
itself (independent of scores) such as 
change in preassessment study behaviors 
or the effect of test-enhanced learning. 
To use a clinical example: A woman 
might get anxious about an upcoming 
mammogram because she is scared 
that it might detect cancer (impact of 
[anticipated] “score” use), or she might 
be worried about the potential pain 
or financial cost (impact of the test 
activity independent of the “score”). 
Each of these dimensions could include 
consequences that are intended or 
unintended, and beneficial or harmful; 
adding the latter points completes 
a four-dimensional framework (see 
Figure 1). Investigators could use this 
framework to systematically consider 
the potential consequences of an 
assessment, prioritize evidence gaps, and 
select research approaches to fill these 
gaps. We briefly discuss below how data 
might be collected to evaluate impact 
and defensibility, and illustrate this in 
Appendix 1 with examples spanning all 
dimensions.

A straightforward approach to evaluate 
a test’s impact—for both a clinical 
diagnostic test and for an educational 
assessment—would be to randomize 
half of the participants to complete the 
test and the other half to no test,13,51 and 
then quantitatively measure relevant 
anticipated outcomes, or use qualitative 
methods to observe for anticipated and 
unanticipated effects. Of course, local 
needs may make a randomized trial 
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infeasible in many situations. A less 
robust but still useful approach might 
use less rigorous study designs (such as 
nonrandomized cohort, single-group 
pretest–posttest, or even single-group 
posttest-only studies) but measure the 
same outcomes. Those being assessed 
are not the only ones impacted by an 
assessment. Appendix 1 illustrates 
potential impacts on educators, patients, 
institutions, and nonassessed learners.

As noted above, preconsequences 
evidence includes factors that 
directly influence the defensibility of 
classifications based on test results 
(interpretations and decisions), such as 
the labels applied to the test itself and any 
subtests1; the definition of the passing 
score (e.g., at what point is remediation 
required?)5; and differences in scores 
among subgroups where performance 
ought to be similar (e.g., men vs. 
women), suggesting that decisions may 
be spurious.52 Finally, investigators could 
monitor pass/fail rates; for example, a 
failure rate higher or lower than expected 
might indicate a test that is either too 
hard or too easy, respectively.

We distinguish unintended consequences, 
which can be nonetheless anticipated 
and prospectively measured, from 
unforeseeable consequences, which 
can only be identified after the fact. 
We further emphasize that data need 
not be numeric. Qualitative data, 
properly planned and collected, could 
provide strong evidence9—especially 
when seeking to identify unintended or 
unforeseeable consequences.

The data in many of these examples are 
highly subjective and open to alternative 
interpretation. For example, score 
differences among subgroups could be 
a sign of invalidity if scores should be 
the same, but could also be interpreted 
as supporting validity if scores would 
be expected to vary. Similarly, the ideal 
failure rate will vary by situation. It is 

essential to articulate in advance what 
findings would support or undermine the 
validity argument,9,10,53 often guided by a 
theory of action linking the assessment 
and its consequences.3,54 Ultimately, 
it may be difficult if not impossible 
to establish a clear cause–effect 
relationship between the assessment 
and its consequences.14 This should not, 
however, justify educators in ignoring 
this important element of the validity 
argument. Triangulation of different 
evidence sources and data collection 
methods will help establish a defensible 
argument.

Finally, the side effects of intended 
uses of an assessment should not be 
confused with the effects of misuse.10 
Any application of test scores beyond the 
scope of existing evidence constitutes, 
strictly speaking, a misuse. This would 
include adopting an assessment for new 
purposes (e.g., using licensure exam 
scores to inform admissions decisions) 
or adapting an assessment by changing 
elements in the instrument, procedures, 
or learner population. Although it is 
commonplace and often profitable to 
adopt or adapt an existing assessment, 
those doing so should remember that 
“Test makers are not responsible for 
negative consequences following from 
test misuse.… When users appropriate 
tests for purposes not sanctioned and 
studied by the test developers, users 
become responsible for conducting the 
needed validity investigation.”13(p8)

Identifying and Using 
Consequences Evidence in 
Practice

Not all consequences evidence is equally 
compelling. Simple improvement in test 
scores from one testing occasion to the 
next (e.g., “Students did better when 
they were retested, suggesting that their 
skills had improved as a result of the first 
test”) would not, for example, contribute 
persuasive evidence of consequences 

because we can imagine plausible 
alternative explanations for this change 
(i.e., learning from other experiences). 
Learner and faculty ratings of satisfaction 
with the assessment, self-reported 
improvements in skill attributed to the 
assessment, and pass/fail rates without 
a comparison reference point would 
provide useful but rather weak evidence. 
Similarly, the establishment of a pass/fail 
cut point, regardless of how rigorously 
done, is relatively weak evidence until 
the consequences of that cut point have 
been evaluated in practice. Anecdotes 
without robust quantitative or qualitative 
data likewise provide only weak support. 
Stronger evidence will come from studies 
using a comparison group (randomized, 
or nonrandomized historical or 
concurrent control group); objective 
measures of the desired outcomes that are 
different from the test itself; or rigorous 
qualitative data collection and analysis.

Although consequences evidence is the 
most important source of evidence, test 
developers, test users, researchers, and 
journal editors must remember that it 
constitutes only one of several elements 
in a comprehensive validity argument. 
No single source can or should dominate. 
Moreover, robust consequences “evidence 
cannot be collected until the test is used 
as intended for some period of time.”14(p15) 
As such, a stepwise approach seems 
reasonable. We propose that during initial 
instrument evaluation, developers and 
researchers might prioritize presumably 
easier and less costly evidence sources 
(e.g., content, internal structure/
reliability, relationships with other 
variables, response process [see Table 1]) 
and then progress to rigorous evaluation 
of consequences if this evidence proves 
supportive.

The type, quantity, and rigor of 
consequences evidence will vary 
depending on the assessment—more 
specifically, on the proposed arguments 
or claims for benefit. For example, a 
licensure exam that claims to enhance 
patient safety (anticipated benefit) will 
impact the employability of physicians 
who fail. Such an assessment likely merits 
greater evidence of consequences (e.g., 
Are anticipated benefits realized? How 
was the pass/fail cut point established? 
How often do competent physicians 
fail?) than an assessment designed to 
promote feedback to medical students. 
However, some supposedly “low-stakes” 

Figure 1 Framework for organizing consequences evidence. Investigators should consider the 
relevance and priority of each dimension in turn when planning or interpreting consequences 
evidence. The impact of classifications might be viewed as preconsequences evidence.
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exams could have potentially significant 
consequences, especially if implemented 
on a large scale or repeated over an 
extended period of time. For example, an 
assessment intended to promote feedback 
could have significant cumulative effects 
across multiple domains of competence, 
professional identity, self-directed 
learning, and self-efficacy if administered 
daily over an entire year of training.

Although our framework is more 
comprehensive than any other we found, 
application of this framework will require 
thoughtful consideration of assessment 
purposes, procedures, and theory; the 
level of evidence required; and practical 
constraints of context.

Unfavorable validity evidence often 
points to problems elsewhere in 
the assessment process. Negative 
consequences can usually be traced back 
to one of four underlying problems3: the 
measurement or scoring procedure (e.g., 
irrelevant, unreliable, or omitted test 
items); the specific interpretation (e.g., 
an inappropriate pass/fail cut point); 
the attribute being measured (i.e., the 
wrong construct); or the response (e.g., 
the actions that follow the decision). 
For example, a test intended to identify 
students in need of remediation in 
cardiac auscultation might fail to 
have intended consequences because 
it contains flawed items, because too 
many competent students are labeled 
as incompetent, because it measures 
knowledge rather than skill, or because 
the remediation program is ineffective.

Finally, although the present article 
focuses on education, the importance 
of assessment consequences is not 
limited to educational tests. Indeed, the 
earlier example of the consequences of 
mammography illustrates the application 
of this concept to clinical medicine. 
Other applications would include (but 
certainly are not limited to) patient 
symptom scales, teacher rating scales, 
employment aptitude inventories, 
customer satisfaction surveys, and 
research questionnaires.

Concluding Remarks

In conclusion, we emphasize the 
following. First, assessments are really 
diagnostic tests, and both in medicine 
and in education they can be viewed as 
interventions. Second, consequences 

validity evidence looks at the impact 
of assessments (as interventions) on 
examinees and other stakeholders, and 
the defensibility of score classifications 
(“preconsequences” evidence). Such 
consequences can arise from score use or 
the assessment activity itself, and can be 
intentional or unintended and beneficial 
or harmful. Third, consequences validity 
evidence is the most important source of 
evidence because if the assessment does 
not have the desired impact, it should not 
be used. Finally, the type, quantity, and 
rigor of consequences evidence will vary 
depending on the assessment and the 
claims for its use.

As health professions educators 
increasingly rely on assessments to guide 
important decisions (e.g., recertification, 
competency-based promotion), they 
will need stronger evidence to support 
the validity of the inferences and 
decisions made. To date, such evidence 
of consequences has been infrequently 
reported. Going forward, our framework, 
which distinguishes the direct impact 
of the assessment and the indirect 
influence of other mediating factors and 
identifies multiple domains within each 
classification, can help test developers 
and users to consider a broad view 
of potentially relevant consequences 
evidence.
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Appendix 1
A Framework for Organizing Sources of Consequences Evidence for  
Educational Assessments, With Examplesa

Domain of impact Specific consequence Example (hypothetical) studies

Impact on examinee
 ��� Topic-specific KSB From score use:

KSB resulting from additional training 
directed by assessment results (e.g., 
mastery learning, remediation)

Single-cohort study provides remediation to low-scoring students, and then 
tracks their subsequent performance over the next 12 months.

From activity:
KSB gained while taking the assessment 
(test-enhanced learning)
KSB resulting from altered learning 
behaviors before the test (e.g., cramming)

Randomized trial of test vs. no test; outcome is KSB retained one week  
after test.

 ��� Non-topic-specific 
(noncognitive) 
behaviors

From score use:
Improvements in general study or test-
taking skills directed by assessment results 
(e.g., non-topic-specific remediation).

Students in lowest quartile on an end-of-year progress test are required to 
attend a six-hour study skills course; performance in the following academic 
year is tracked and compared.

From activity:
Learning behaviors (study patterns 
before or after test; self-regulation; 
study organization; additional training / 
remediation)
Communication, teamwork
Cheating

Randomized trial of midterm exam vs. no midterm; outcome is use of online 
learning resources as a marker of self-directed learning behaviors.

A qualitative study finds that practicing nurses who prepare as a group 
for a newly required resuscitation skills assessment report greater team 
cohesiveness.

 ��� Motivation From score use:
Motivation to learn (intrinsic vs. extrinsic, 
goal- vs. performance-oriented, etc.)

Historical-control study: Investigators give students normative test score 
data (e.g., percentile rank within their cohort), making comparison with 
students from previous academic year who did not receive normative scores; 
outcome is how strongly performance-goal orientations are adopted after 
the test.

From activity:
Same as above

Pre–post study, comparing intrinsic interest in the topic one week before 
and immediately after the test (before scores are released).

 ��� Social and  
professional status

From score use:
Status among peers
Progress through program or career 
(remediation, promotion, certification)
Completion/dropout rate
Special recognition
Employment
Professional identity

Single-cohort study provides remediation to low-scoring students, then 
performs one-on-one interview at six months to explore how this affected 
their peer relationships and sense of well-being.

Investigators seek to determine whether an assessment meant to be 
formative inadvertently influences clerkship directors’ decisions as to which 
learners will earn “honors” grades. They conduct one-on-one interviews 
with clerkship directors about their grading decision process and then 
perform content analysis of transcripts.

From activity:
Completion/dropout rate
Employment
Professional identity
Professional status

Survey study finds that a small percentage of physicians have let their board 
certification lapse solely because they didn’t want to retake the high-stakes 
board exam.

 ��� Acculturation From score use:
Values (e.g., relative importance of tested 
topics)

Observational study finds that preceptor ratings on their clinical clerkships 
are the second most important predictor of specialty choice.

From activity:
Values
Commitment and sense of belonging 
(e.g., to profession, institution, work unit)

Longitudinal study of physician trainees evaluates the association between 
high-stakes licensure and certification exams focusing on medical 
knowledge, completed during school and residency, and perceived 
importance of communication and interpersonal skills in their  
professional role.

Qualitative analysis of focus group transcripts finds that physicians ascribe 
deep personal meaning to their completion of arduous high-stakes 
examinations, and that such completion is a catalyst for bonding within 
their profession and for differentiation between specialties.

 ��� Emotions and  
well-being

From score use:
Self-concept (e.g., pride, self-actualization)
Stress, anxiety
Mood (e.g., depression)

Study finds that medical students in lowest quintile on USMLE Step 1 have a 
sevenfold higher rate of suicide attempts over the following year.

From activity:
Same as above

Time-series study tests how examinees’ salivary cortisol response 
immediately prior to, during, and after a high-stakes board examination 
compares to that observed among subjects prior to, during, and after other 
high-stress endeavors (e.g., skydiving).

(Appendix continues)
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Appendix 1
(Continued)

Domain of impact Specific consequence Example (hypothetical) studies

 ��� Resources (time, 
financial, other)

From score use:
Time (i.e., time dedicated to test  
preparation or additional training)
Finances (e.g., cost of assessment 
[registration] and associated expenses 
[travel])

Longitudinal study evaluates the time and money spent on board review 
courses for those who fail their first certification exam attempt.

From activity:
Same as above

Randomized trial of midterm exam vs. no midterm; outcomes include self-
reported time spent studying in week leading up to exam.

Impact on educator

 ��� Topic-specific KSB From score use:
Curriculum/content planning (e.g., 
teaching to the test)
Instructional approach (e.g., improvements 
in response to low scores)

Three years after implementation of a locally developed test required 
for advancement to clinical training, investigators find that scores have 
improved by 23%. However, scores on other tests (including commercially 
developed tests) have not changed, suggesting that the improvement might 
be due to focused teaching/coaching or studying (“teaching to the test”).

From activity:
Curriculum/content planning (e.g., 
teaching to the test)

A national licensing board initiates a substantial change in the exam 
structure. Researchers conduct a nation-wide survey to quantify the relative 
distribution of course content across all accredited schools just after this 
change is announced (prior to implementation), and repeat the survey two 
years after implementation.

 ��� Assessment skills From score use:
Accuracy of impressions about learners
Ability to assess learners (topic-specific or 
general)

Rater training is offered to teachers who submit substandard clinical 
rotation ratings (scores above or below average, or scores with little 
between-student variability), and the effectiveness is evaluated.

From activity:
Same as above

See example in Table 2 (Impact on educators: Assessment and feedback 
skill).

 ��� Non-topic-specific 
(noncognitive) 
behaviors

From score use:
Cheating (discouraging or condoning)

Following a statewide mandate requiring successful completion of annual 
progress testing for medical students, a survey finds that 32% of instructors 
turn a blind eye to students who secretly use notes during the written test.

From activity:
Teacher collaboration

Investigators use social network analysis to examine the degree to which 
continuing medical education instructors form and engage in networks to 
create curricula and share ideas. They conduct an existing-groups study 
comparing specialties in which MOC requirements have greatly intensified 
vs. those with relatively minor MOC changes.

 ��� Social and professional 
status

From score use:
Peer and public perception of teacher
Special recognition (e.g., if students 
perform very well or very poorly)
Teaching assignments

Survey and interview study of basic science course faculty asks them to 
consider varying distributions of student assessment performance, and 
describe what recognition or reprimand they would anticipate from 
the dean. Investigators conduct a similar evaluation with leaders and 
administrators in the dean’s office.

Instructors whose students perform in the top 20% on their surgery 
clerkship are selected to staff a new teaching-only clinic; impact is evaluated 
by comparing performance of medical students who do or do not rotate 
through this clinic.

From activityb

 ��� Acculturation From score use:
Values (e.g., relative importance of tested 
topics)
Commitment and sense of belonging 
(e.g., to profession, institution, work unit)

Survey of physicians who left academia finds that the fifth most common 
reason for leaving was the incongruence between espoused and 
demonstrated values in handling students in need of remediation.

From activity:
Same as above

Longitudinal survey investigates nursing instructors’ perceived importance 
of communication skills before and after the introduction of a high-stakes 
communication skills exam.

 ��� Emotions and  
well-being

From score use:
Self-concept (e.g., pride, self-actualization)
Stress, anxiety
Mood (e.g., depression)

Study finds that teachers whose students score below the national average 
show burnout twice as often as their peers.

From activity:
Same as above

Focus group study exploring sources of teacher stress finds that final exam 
creation and administration is a dominant life stressor.

 ��� Resources (time, 
financial, other)

From score use:
Time (i.e., time dedicated to curriculum 
updates or additional training)
Finances (e.g., financial incentives 
associated with students performing well)

The dean of a new medical school offers faculty a 10% salary bonus if 
average board scores are in the top quartile; intended and unintended 
impacts at three years are evaluated in a mixed-methods interview study.

(Appendix continues)
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 ��� Resources (time, 
financial, other),  
cont’d

From activity:
Time
Finances (e.g., financial incentives arising 
from test preparation or administration)

National survey finds that instructors spent, on average, 47 hours modifying their 
course to accommodate a change in the focus of a national certification exam.
Survey study quantifies the income received by medical school teaching 
faculty for developing board questions, administering oral boards, or teaching 
board review courses.

Impact on other 
systems and people

 ��� Targets of KSB 
application

From score use:
Patient health
Function of health care teams
Function of health care systems

Observational study examines associations between board scores and the 
frequency of physician errors.

From activity:
Same as above

Because of increasingly stringent MOC requirements, 22% of physicians 
allow their board certification to lapse. Investigators use this information in 
conjunction with national safety metrics to evaluate the quality of care for 
certified vs. noncertified physicians.

 ��� School leaders and 
administrators

From score use:
Curriculum/content planning (teaching to 
the test)
Test security (prevent cheating)
Leadership tenure in office

A national survey of all accredited medical schools examines the association 
between a school’s average MCAT scores and the average duration of dean 
and associate dean tenure.
See other examples above on curriculum planning and cheating.

From activity:
Same as above

See other examples above on curriculum planning and cheating.

 ��� Public and policy 
makers

From score use:
Public perception of school
Public perception of profession
Public policies regarding training
Public policies regarding uses of 
assessment scores

Observational study finds that after licensing exam results for each medical 
school are made publicly available, schools in the lowest tertile note a 27% 
drop in applicants over the next three years, and average MCAT scores drop 
by six percentile points.

From activity:
Same as above

Maintenance-of-certification organizations drop all assessments other than an 
every-10-year written exam. In response to public outcry, state governments 
assume responsibility for certifying physicians in 36 states over the next four years.

 ��� Others From score useb

From activity:
Untested students
Test preparation programs

Following implementation of a new program of regular direct observation 
and feedback in the clinical year of a physical therapy training program, 
exam scores in the preclinical years drop by 7%. Focus groups with students 
and instructors suggest that faculty members are focusing more time on 
clinical students, and as a result preclinical students are neglected.
Researchers investigate the economic impact of changing the format of the 
MCAT. They find that test preparation companies increased their operating 
budget by more than 30% over two years to accommodate new procedures 
and test content, that book publishers launched a new series of test 
preparation books, and that as a result students’ out-of-pocket preparation 
costs increased by 43% in comparison with historical cohorts.

Impact of classificationsc

 ��� Labels for test and 
subtests

Interpretations/meaning inferred by users Student focus groups suggested that exam results phrased as “Fail” led to 
reduced self-efficacy and self-image. Leaders used a quantitative survey to 
establish a baseline, then changed reporting to “Needs improvement” and 
repeated the survey one year later.

 ��� Topic-specific KSB score 
cut points (standard 
setting)

Pass/fail decisions
Pass/fail rates

See example in Table 2 (Impact on defensibility: Establishment of passing standard).
Instructors collect residents’ scores on basic laparoscopic skill simulations just 
prior to beginning supervised surgical practice. To establish a pass/fail cut point, 
they also collect standardized assessments of surgical performance during 
residents’ first three months of supervised practice, and use receiver operating 
characteristic curves to identify the cut point for basic skills that predicts 
acceptable supervised performance. Over the next three years, initial failure 
rates vary from 5% to 12%, which program directors feel is about right.
Researchers seek to confirm the appropriateness of a new rigorously established 
cut point for a simulation-based assessment of LP skill, which is 12% higher 
than the current standard (i.e., more residents likely to fail). They randomly 
assign residents at 10 institutions to meet either the current or new cut point 
before performing LPs on patients, and study outcomes of volume of LPs 
performed by residents and rate of LP complications, each measured for the 
year prior and two years after.

Appendix 1
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 ��� Topic-specific KSB 
differential score 
functioning across 
subgroups

Bias in test scores (construct-irrelevant 
variance)

A differential test functioning study shows that women score lower on a 
novel test of clinical reasoning, even though their performance on other 
measures (including locally developed knowledge tests, clinical performance 
assessments, and national licensure exams) are similar. A follow-up exam 
using a commercial computer-based test of clinical reasoning confirms 
similar reasoning abilities, suggesting that the response format of the novel 
test is inadvertently biased against women.

  Abbreviations: KSB indicates knowledge, skills, behaviors; USMLE, United States Medical Licensing Examination; 
MOC, maintenance of certification; MCAT, Medical College Admission Test; LP, lumbar puncture.

 aConsequences evidence can be organized by whether it focuses on the impact on people or organizations, or 
the impact of classifications (first column). Evidence of impact can be further classified as arising directly from 
the use of scores or from the assessment activity itself (second column). All examples are hypothetical.

 bThe authors could not think of a plausible, meaningful example of evidence for this issue, but that does not 
preclude the possibility that others could identify such.

 cThe impact of classifications might be better viewed as preconsequences, with downstream impact on other 
true consequences noted above.
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